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On a Connection Between
Imitation Learning 
and RLHF

RLHF is Barely RL, and 
Secretly Performs 
Imitation Learning

Result: DIL Outperforms SOTAs 
across Benchmarks
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Key Finding：RLHF performs imitation learning, not RL!

reward modelling policy optimization  

SFT vs RLHF: Different Directions

Insight: Directly conducting 
imitation learning
Without Bradley-Terry assumption

Framework: Unlock family of
Alignment Algorithms

The reward is about the density ratio


