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SimPER: 
Simple alignment with Perplexity optimization

SimPER: A Minimalist Approach to Preference Alignment without Hyperparameters

Why does SimPER work?

tl;dr: a simple algorithm (SimPER) for preference
alignment on LLMs without hyperparameters
code: https://github.com/tengxiao1/SimPER

Using reinforcement learning fine-tunes the policy by
optimizing the reward model based human preferences.

(Ouyang et al., 2022; Christiano et al., 2017; Schulman et al., 2017)

Prior Alignment Approaches

… but training are expensive

… but require expensive hyperparameter tuning

Other approaches don’t need training reward models e.g.,
by directly optimizing policy (DPO & SimPO).

(Rafailov et al., 2024; Azar et al., 2024; Meng et al., 2024; Ethayarajh., 2024)

How does SimPER perform?
SimPER achieves the best ranking across different models over
10 benchmarks, without any hyperparameters.

SimPER is used for EXAONE Deep 32B at LG AI Research,
resulting in exciting reasoning performance.

SimPER

SimPO

SimPER exhibits the least decline in chosen likelihoods
while maintaining the largest margin between chosen
and rejected likelihoods.

Problem: Hyperparameters 
Current alignment methods are highly sensitive to hyper-
parameters, which must be carefully tuned.

SimPER balances gradients by removing the log term,
mitigating gradient dominance issue of negative samples.

SimPER optimizes the Total Variation Distance (TVD),
offering a mode-seeking advantage over SFT.


